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Abstract  28 

Surfactant miscible-displacement (SMD) column experiments are used to measure air-water 29 

interfacial area (AI) in unsaturated porous media, a property that influences solute transport and 30 

phase-partitioning. The conventional SMD experiment results in surface tension gradients that 31 

can cause water redistribution and/or net drainage of water from the system (“surfactant-induced 32 

flow”), violating theoretical foundations of the method. Nevertheless, the SMD technique is still 33 

used, and some suggest that experimental observations of surfactant-induced flow represent an 34 

artifact of improper control of boundary conditions. In this work, we used numerical modeling, 35 

for which boundary conditions can be perfectly controlled, to evaluate this suggestion. We also 36 

examined the magnitude of surfactant-induced flow and its impact on AI estimation during 37 

multiple SMD flow scenarios. Simulations of the conventional SMD experiment showed 38 

substantial surfactant-induced flow and consequent drainage of water from the column (e.g., 39 

from 75% to 55% SW) and increases in actual AI of up to 43%. Neither horizontal column 40 

orientation nor alternative boundary conditions resolved surfactant-induced flow issues. Even for 41 

simulated flow scenarios that avoided surfactant-induced drainage of the column, substantial 42 

surfactant-induced internal water redistribution occurred and was sufficient to alter surfactant 43 

transport, resulting in up to 23% overestimation of AI. Depending on the specific simulated flow 44 

scenario and data analysis assumptions used, estimated AI varied by nearly 40% and deviated up 45 

to 36% from the system’s initial AI. We recommend methods for AI determination that avoid 46 

generation of surface-tension gradients and urge caution when relying on absolute AI values 47 

measured via SMD. 48 

  49 



3 
 

INTRODUCTION 50 

Accurate measurement of the air-water interfacial area (AI) is important because AI influences the 51 

accumulation of surface-active solutes at the air-water interface (AWI), solute- and particle 52 

transport in unsaturated systems, and mass-transfer kinetics of solutes across the AWI. AI is 53 

commonly measured using laboratory-scale unsaturated surfactant miscible-displacement (SMD) 54 

experiments in which the accumulation of a surfactant tracer at the AWI retards its transport 55 

relative to a non-reactive tracer. The processes considered to affect the total retardation factor, RT 56 

(-), of the interfacial tracer are shown in Eqn. [1] (Kim et al. 1997,1999): 57 

    [1] 58 

where, ρb is porous medium bulk density (g cm-3); θW is volumetric water content (-); KD is the 59 

solid-phase sorption coefficient (cm3 g-1); and KIW is the interfacial accumulation coefficient 60 

(cm). AI used here and throughout refers to the area of the total air-water interface (i.e., area 61 

associated with water held via both film adsorption and capillarity), defined as the interfacial 62 

area per unit system volume (cm2 cm-3 = cm-1). As shown in Eqn. [1], RT is a function of AI, 63 

thereby allowing AI to be estimated for a system with steady flow and constant θW if RT and the 64 

remaining variables in Eqn. [1] are known.  65 

 66 

The RT necessary for use in Eqn. [1] is typically determined using tracer breakthrough curves as 67 

the ratio of the average travel time of the interfacial tracer, a surfactant, to that of a non-reactive 68 

tracer: 69 

    [2]   70 

W

IWI

W

Db
T

KAK
R




1

IST RR
t

t
R 



1
reactivenon

surfactant



4 
 

where, tsurfactant and tnon-reactive are the average travel times for the surfactant and non-reactive 71 

tracer pulses. The terms RS and RI represent the surfactant retardation due to sorption to the solid 72 

and accumulation at the AWI and correspond to the terms on the RHS of Eqn. [1], subject to the 73 

assumptions of steady flow and constant θW. A body of work has demonstrated, however, that 74 

surfactants can affect unsaturated flow, including by inducing non-steady flow and drainage 75 

(e.g., see review (Henry and Smith 2003)). Such disruptions to flow would influence solute 76 

transport and thereby measured RT (Eqn. [2]) and AI (Eqn. [1]).  77 

 78 

The primary effect of surfactants on unsaturated flow is due to the dependence of soil-water 79 

pressure head, ψ (cm), on surface tension, σ (mN m-1): 80 

     [3] 81 

where ρw is the solution density (g cm-3); g is the gravitational acceleration (m s-2); γ is the 82 

contact angle, assumed zero herein (Kibbey and Chen 2012, Tokunaga et al. 2004); and r is the 83 

radius of an equivalent cylinder (m). For example, at concentrations typically used in SMD 84 

experiments (0.05-2 mM), the surface tension of the conventionally used surfactant, sodium 85 

dodecyl benzene sulfonate (SDBS) is 43-57 mN m-1, compared to the surface tension of pure 86 

water which is ~72 mN m-1 (Costanza-Robinson et al. 2012, Kim et al. 1997). The impact of 87 

concentration-dependent surface tension depression manifests as a shift in the moisture content-88 

pressure head relationship (Karagunduz et al. 2001). As shown in Fig. 1, at moisture contents 89 

less than saturation, the pressure head in a surfactant-wetted medium is higher (less negative) 90 

than in the water-wetted medium (Henry and Smith 2003). Because pressure head gradients drive 91 

flow from regions of higher pressure toward regions of lower pressure, there is a tendency for 92 

water to flow from surfactant-containing regions (lower σ, higher ψ) toward surfactant-free 93 

grw




cos2




5 
 

regions (higher σ, lower ψ). Considerable variation in surfactant concentration can occur over 94 

short distances (i.e., the length of a solute front), resulting in pressure head gradients that can 95 

induce flow.  96 

 

Figure 1. Soil water characteristic curves for pure-water wetted and surfactant-wetted sand. 

 97 

The potential for surfactant-induced flow to affect conventional SMD experiments, and thereby 98 

AI measurement, is recognized (Brusseau et al. 2015, Karagunduz et al. 2015, Kibbey and Chen 99 

2012, Kim et al. 1997). Costanza-Robinson et al. (2012) found that as the surfactant (SDBS) 100 

pulse displaced resident water within the column, 24-51%, depending on influent SDBS 101 

concentration, of the water drained from the column. This drainage was associated with transient 102 

effluent flowrates of up to 27% above the steady-state conditions that existed prior to the 103 

surfactant introduction and 300% variation in estimated AI, depending on how the drainage was 104 

accommodated in the data analysis. Studies utilizing surfactants for AI determination by methods 105 
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other than SMD, as well as unsaturated SMD experiments unrelated to AI determination report 106 

similar surfactant-induced drainage (Bashir et al. 2011, Chen and Kibbey 2006, Karagunduz et 107 

al. 2015, Smith and Gillham 1999, Zartman and Barsch 1990). While use of lower surfactant 108 

concentrations reduces the magnitude of surfactant-induced flow (Chen and Kibbey 2006, 109 

Zartman and Barsch 1990), even low concentrations (e.g., 0.05 mM) can induce substantial 110 

surfactant-induced flow and drainage (Costanza-Robinson et al. 2012). Such surfactant-induced 111 

drainage represents non-steady flow and a non-constant W, violating basic assumptions of the 112 

SMD method. 113 

 114 

Surfactant effects, typically measured as net drainage from the system, have not been observed in 115 

all experimental systems, however. Brusseau et al. (Brusseau et al. 2007, 2015) only observed 116 

surfactant-induced drainage when using a hanging water column and not when using a vacuum 117 

chamber. They suggested that the strong vacuum control of the vacuum chamber prevents 118 

surfactant-induced drainage from occurring, even as others have observed surfactant-induced 119 

drainage when utilizing a vacuum chamber (Karagunduz et al. 2015). No explanation was 120 

provided regarding why a hanging water column should offer any less experimental control, nor 121 

for why a vacuum chamber should render the system immune to the uncontested physical basis 122 

for surfactant-induced drainage. Even so, it is worthwhile to examine this possibility because 123 

SMD is the principle experimental method used to measure air-water interfacial areas and is 124 

often used as the benchmark against which alternative methods are compared (e.g., Araujo et al. 125 

2015). 126 

 127 
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In this work, we evaluated the suggestion that surfactant-induced effects can be avoided during 128 

SMD experiments by proper control of boundary conditions. We used a numerical flow and 129 

transport model that had been modified previously to include concentration-dependent effects of 130 

surface tension and surface tension gradients on unsaturated flow (Henry et al. 2001, 2002). In 131 

the present work, we further added the capability to account for surfactant accumulation at the 132 

AWI. Our SMD simulations are significant, because although the potential for surfactant-133 

induced flow to occur and to influence the AWI and AI measurement is regularly discussed, few 134 

studies have actually investigated the nature and magnitude of its influence on AI measurement. 135 

Our simulations allowed us to investigate the reliability of available experimental SMD AI 136 

estimates and provide recommendations for how these estimates might best be considered and 137 

used. Finally, we assessed whether minor changes to the conventional SMD experiment, 138 

including alternative boundary conditions and column orientation, are capable of resolving 139 

surfactant-induced flow issues. A benefit of simulating alternative boundary conditions was that 140 

they created a variety of surfactant-induced in-column behaviors and allowed us to probe their 141 

impact on SMD-estimated AI.  142 

 143 

Both air-water and NAPL-water experiments may involve surfactants and are often referred to 144 

using similar “wetting/non-wetting” terminology; nevertheless, these types of experiments differ 145 

markedly with regard to the unsaturated versus saturated nature of the flow, as well as to factors 146 

that influence the development of surface tension gradients. SMD experiments in unsaturated air-147 

water systems are the subject of the current work; saturated NAPL-water experiments are not 148 

addressed. 149 

  150 
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METHODS 151 

Numerical Model 152 

HYDRUS 1D is a commonly used unsaturated flow and transport model (e.g., Simunek et al. 153 

2016), but it does not account for surface tension effects on unsaturated flow nor for the process 154 

of solute accumulation at the AWI (Simunek et al. 1988). Henry and colleagues (Henry et al. 155 

2001, 2002) previously modified HYDRUS 1D to include the effects of concentration-dependent 156 

surface tension on unsaturated flow and validated the model by comparison to surfactant-induced 157 

flow experiments. For the concentration-surface tension relationship, experimental surface 158 

tension-concentration data for SDBS (Costanza-Robinson et al. 2012) were fit with the 159 

relationship (Adamson and Gast 1997): 160 

    [4] 161 

where a and b are compound-specific constants (for SDBS, a = 0.028 mM; b = 0.106); σ and σ0 162 

are the surface tensions at concentration c and the reference concentration (c0) (σ0 = 72 mN m-1 163 

at c0 = 0 mM SDBS), respectively.  164 

 165 

HYDRUS 1D was further modified in the current work to incorporate the process of surfactant 166 

accumulation at the AWI. We took advantage of the fact that the model incorporates partitioning 167 

of volatile solutes between the bulk liquid and gas phases. Air-water interfacial partitioning is 168 

analogous to the bulk air-water process except that the concentration at the interface is a function 169 

of a different partitioning coefficient (KIW instead of the Henry’s coefficient) and the area of the 170 

AWI (AI) rather than the volume of the gas phase. For the required model input of an AI-SW 171 

relationship, any reasonable model would suit the comparative purposes of the current work; we 172 

selected a relationship derived using X-ray computed microtomography, a surfactant-173 
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independent method, and that could be tailored to the surface area of the porous medium 174 

simulated here (Costanza-Robinson et al. 2008): 175 

    [5] 176 

 177 

Sorption of SDBS to the solid (KD) and accumulation at the AWI (KIW) were described using 178 

“effective” values (i.e., a single K value to represent a nonlinear isotherm) that correspond to the 179 

influent concentration for the surfactant pulses. Use of effective values yields an appropriate 180 

simulated travel time (Kim et al. 1997) that is internally consistent with subsequent data analysis, 181 

a point which we confirm in the results section below. Effective KD values used were 0.063, 182 

0.105, and 0.202 cm3 g-1 for influent SDBS concentrations of 0.2, 0.1, and 0.05 mM, 183 

respectively; the associated effective KIW values used were 0.0015, 0.0029, and 0.00582 cm 184 

(Costanza-Robinson et al. 2012). 185 

 186 

The simulated column system was a soil column 10.7-cm long containing a sand with properties 187 

similar to that used by Costanza-Robinson et al. (2012) The commonly used van Genuchten-188 

Mualem relationship is used in HYDRUS 1D to describe soil water retention (Fig. 1) and 189 

unsaturated hydraulic conductivity. Model parameters used were: saturation water content, S = 190 

0.39; residual water content, R = 0.03; van Genuchten fitting parameters,  = 0.01801 cm-1 and 191 

n = 5.92667; saturated hydraulic conductivity, KS = 0.03155 cm min-1; b = 1.6 g cm-3; and 192 

longitudinal dispersivity, L = 1.0 cm (Simunek et al. 1988). The model has an option to include 193 

hysteresis in the water retention functions, but Henry et al. (2002) reported difficulties using 194 

hysteresis in surfactant-induced flow modeling and to avoid those difficulties we did not include 195 

hysteresis in the current simulations. Other simulations of surfactant-influenced systems suggest 196 

41.1636338.1  WI SA
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that hysteresis exerts minimal impact on surfactant RT (e.g., Fig. 3C and Table 2 in Karagunduz 197 

et al. 2015), and consequently, on AI determination. In fact, RT derived from simulations that 198 

excluded hysteresis matched experimentally measured values slightly better than those that 199 

included hysteresis. For these reasons, we are confident that our simulations provide a reasonable 200 

approximation of the system parameters we seek to evaluate.  201 

 202 

Surfactant-Miscible Displacement Simulations 203 

For most simulations, the physicochemical properties of a 0.2-mM SDBS solution were used for 204 

the simulated influent surfactant solution. This concentration represents the high end of those 205 

used experimentally, is below the critical micelle concentration (CMCSDBS = ~3 mM (Hait et al. 206 

2003)), and was expected to generate surfactant-induced flow; thus, this concentration provides 207 

an experimentally relevant and appropriate challenge with respect to studying and attempting to 208 

resolve surfactant effects. Properties of 0.1 and 0.05-mM SDBS solutions were used for select 209 

simulations to test system responses to lower surfactant concentration. Similarly, the water 210 

saturation (SW, defined as W/S) was set to an initial value of 75% for most SMD simulations 211 

because the magnitude of surfactant-induced flow is expected to be larger in wetter systems than 212 

in drier systems (Costanza-Robinson et al. 2012). Select simulations of systems with initial SW of 213 

25 and 50% were also conducted.  214 

 215 

All simulations began with steady flow of pure water under prescribed boundary conditions 216 

(Table 1) corresponding to the desired SW, after which surfactant solution was applied under the 217 

same boundary conditions. Surfactant input continued until the influent (C0) and effluent (C) 218 

surfactant concentration were equal (i.e., C/C0 = 1). Average surfactant travel time (tsurfactant) was 219 
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determined from simulated breakthrough curves as the time at which C/C0 reached 0.5; tnon-reactive 220 

was similarly determined from a separate (surfactant-free) simulation for a non-reactive tracer, 221 

using the same boundary conditions and column orientation as for the surfactant. Solute travel 222 

times were used to calculate RT (Eqn. [2]) and therewith, AI (Eqn. [1]). 223 

 224 

Model testing 225 

Because of the importance of accumulation at the AWI when examining surfactant transport, we 226 

added this capability to the HYDRUS 1D model. Because the simulations presented here are the 227 

first to include partitioning to the AWI in a model of surfactant-affected flow, it was important to 228 

test the ability of our modified model to correctly partition surfactant to the solid-water and air-229 

water interfaces. We did so by comparing RT calculated using simulated breakthrough curves 230 

(Eqn. [2]) to those calculated independently from prescribed initial system and SDBS 231 

physicochemical parameters (Eqn. [1]). In the absence of surfactant-induced flow, Eqns. [1] and 232 

[2] should yield the same value for RT. In contrast, because surfactant-induced flow can cause 233 

non-steady tracer flux and changes in water content over the course of the simulated experiment, 234 

it cannot be assumed that Eqns. [1] and [2] would yield the same RT for a system experiencing 235 

surfactant-induced flow effects. For this reason, model test simulations excluded surface tension 236 

effects on flow, but in all other respects utilized boundary condition and flow parameters that 237 

were identical to our baseline simulation (Scenario A, described below), which reflects the 238 

conventional SMD experiment. Test simulations were conducted for cases that included 239 

surfactant partitioning to the solid only (KD partitioning); partitioning to the AWI only (KIW 240 

partitioning); or partitioning to both solid and AWI (KD and KIW partitioning).  241 

 242 
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The test simulations were also used to evaluate the model performance with regard to AI 243 

estimation. Under the steady flow conditions used in the test simulations, θW, SW, and AI are 244 

constant and uniform in the column, such that AI calculated using breakthrough curves (Eqn. [2]) 245 

should match the true values calculated for the initial SW in the simulated (Eqn. [5]). These latter 246 

AI values are referred to hereafter as “initial true” AI, indicating that they are the AI values the 247 

simulations should produce for the initial system if the model is functioning properly and if 248 

surfactant-induced flow is not influencing the simulated experiment. 249 

 250 

SMD flow scenarios 251 

The model was used to evaluate the occurrence and magnitude of surfactant-induced flow and 252 

drainage in four SMD scenarios (Table 1). In all scenarios, KD and KIW partitioning as well as 253 

surfactant-induced flow were included. The conventional setup for unsaturated SMD 254 

experiments is steady downward flow with a pump-controlled constant flux upper boundary and 255 

a constant head lower boundary controlled by a hanging water column or other pressure control 256 

apparatus (e.g., vacuum chamber) (Brusseau et al. 2007, 2015, Costanza-Robinson et al. 2012, 257 

Kim et al. 1997, Saripalli et al. 1997). The specific upper and lower boundary conditions are 258 

chosen to yield a unit hydraulic gradient, steady flow, and constant and uniform SW (and AI) 259 

within the column. Simulation of this conventional experimental setup is considered to be our 260 

“base” case, is referred to as Scenario A (downward constant flux at the upper boundary of 1.02 261 

x10-2 cm/min and a constant head at the lower boundary of -48.8 cm). Scenarios B-D explored 262 

either unconventional column orientations or alternative boundary conditions to explore whether 263 

minor alterations to the conventional SMD experiment could reduce surfactant-induced flow or 264 

its impacts on AI determination. Scenario D, in particular, allowed us to assess the effects on AI 265 

determination of surfactant-induced in-column water redistribution (no net drainage of the 266 
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system) separately from the effects of surfactant-induced drainage. For all scenarios, the 267 

simulated boundary conditions and initial system conditions were chosen to produce an initial 268 

flux, SW, and AI that closely matched Scenario A.  269 

 270 

Table 1. Simulation scenarios examined for their effect on surfactant-induced flow and AI 

determination, including the conventional SMD setup (Scenario A) and alternative column orientation 

and column boundary conditions (BCs). 

Scenario Flow direction Inlet BC Outlet BC 

A (base case) downward constant flux constant head 

B downward constant head constant head 

C horizontal constant head constant head 

D downward constant flux constant flux 

 

 271 

The first metric we used to assess the magnitude of surfactant-induced flow in the four scenarios 272 

was the change in column-averaged SW within the simulated soil column as a function of time, as 273 

used by others to quantify surfactant-induced perturbations in their experimental systems 274 

(surfactant-induced drainage) (Brusseau et al. 2007, 2015, Costanza-Robinson et al. 2012). 275 

Monitoring drainage alone does not provide information about spatial variations in water content 276 

with respect to time within the column, however; thus, in some cases, we also assessed the 277 

surfactant-induced internal redistribution of water within the column. We refer to θW, rather than 278 

SW, in some sections of the discussion below because it facilitates the interpretation of the results 279 

relative to the water characteristic curves (Fig. 1) and the symbology used in Eqn. [1].  280 

 281 

  282 
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RESULTS AND DISCUSSION 283 

Model testing 284 

To ensure that the modifications to the HYDRUS 1D model for surfactant accumulation at the 285 

AWI functioned properly, we conducted test simulations that included partitioning to the solid 286 

phase and/or to the AWI, but excluded surface tension effects on flow. The results of model test 287 

simulations are presented more fully in the Supplemental Information. Briefly, RT and its sub-288 

components determined based on the simulated breakthrough curves (Fig. SI-1) and Eqn. [2] 289 

matched those independently calculated using the surfactant and system parameters and Eqn. [1] 290 

over a range of initial SW from 25-75%. The AI values based on simulations also matched the 291 

initial true AI prescribed by the model input relationship (Eqn. [5]) to within 0.3%. The 292 

agreement with respect to surfactant retention and AI confirm that the modified model functions 293 

correctly with respect to surfactant partitioning. The model testing also confirms that in a system 294 

with steady flow the use of KD and KIW as “effective” parameters associated with the influent 295 

surfactant concentration is valid for determining RT, and hence AI, as noted by Kim et al. (1997). 296 

Results of the model test case that included both KD and KIW partitioning but excluded surfactant-297 

induced flow serve as an important point of comparison for the simulated SMD flow scenario 298 

results presented below. 299 

 300 

Surfactant-induced flow during SMD flow scenarios 301 

Scenario A 302 

Representative Scenario A simulation data for breakthrough curves and column-averaged SW vs. 303 

time are shown in Fig. 2A and 2B, respectively, for a system initially at 75% SW. As expected, 304 

SDBS transport is retarded relative to the non-reactive tracer, and SDBS retardation is inversely  305 



15 
 

 

 

Figure 2. A) Simulated breakthrough curves and B) SW-time relationships for Scenario A (blue in all 

figures) for systems at initial SW of 75% and three influent SDBS concentrations. Breakthrough results 

for the non-reactive tracer (black) and the 0.2 mM SDBS KD and KIW partitioning test case (red), which 

do not include surfactant-induced flow, are included for comparison.  

 306 

  307 
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proportional to input concentration due to the inverse relation between concentration and both KD 308 

and KIW. The effect of surfactant-induced flow on the transport of SDBS is shown for the 0.2 309 

mM SDBS input concentration, whereby SDBS travel time is slightly decreased in Scenario A as 310 

compared to the (KD and KIW partitioning) model test simulation. Fig. 2B shows that as surfactant 311 

solution displaces water in the column, a rapid decrease in SW is induced that is proportional in 312 

magnitude to the influent SDBS concentration, followed by a modest rewetting. This surfactant-313 

induced drainage is consistent with the enhanced SDBS transport through the column observed 314 

and also with both SMD experiments for AI determination that utilized hanging water columns 315 

(Brusseau et al. 2015, Costanza-Robinson et al. 2012) and other simulations and experiments 316 

unrelated to AI determination (Bashir et al. 2011, Chen and Kibbey 2006, Henry et al. 2002, 317 

Karagunduz et al. 2015, Smith and Gillham 1999, Zartman and Barsch 1990). 318 

 319 

Scenarios B and C 320 

Unconventional flow scenarios allowed us to examine whether minor modifications to the 321 

(simulated) experimental setup might be employed to minimize the magnitude or impact on 322 

estimated AI of surfactant-induced flow. The breakthrough curves and SW vs. time simulation 323 

results, respectively, for Scenarios B and C are shown in Fig. 3A and 3B. In Scenarios B and C, 324 

the SDBS arrival wave is substantially delayed, with C/C0 = 0.5 not yet achieved within the 8400 325 

min simulation time (see Fig. 3A inset). This behavior is explained by the observed drainage of 326 

roughly half of the system water (Fig. 3B). Specifically, although the initial drainage pulse 327 

facilitates the transport of the surfactant toward the column outlet, under the substantially drained 328 

conditions the unsaturated hydraulic conductivity is also markedly reduced. This low  329 
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Figure 3. A) Simulated breakthrough curves and B) SW-time relationships for SDBS under Scenarios 

A-D with an initial SW of ~75% and influent SDBS concentration of 0.2 mM. Simulated breakthrough 

results for the non-reactive tracer (black) and the 0.2-mM SDBS KD and KIW-partitioning test case 

(red), which do not include surfactant-induced flow, are included for comparison. Insets show full 

simulation time. 
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conductivity reduces the rate at which water can be conveyed through the system (under constant 330 

head boundary conditions), slowing advance of the solute front. SDBS retardation is further 331 

enhanced via accumulation at the larger AWI that exists under the drained conditions. 332 

 333 

The substantial drainage in Scenario B and C simulations is caused by the constant head 334 

boundary conditions used at the column inlet. At the pressure head of approximately -48.8 cm 335 

specified at the boundaries, the initial θW in the column was ~0.29 for the water-wetted medium 336 

(Fig. 1). As surfactant solution replaces pure water and the moisture relationship transitions from 337 

water-wetted behavior to surfactant-wetted behavior, the soil can hold less solution at a given 338 

pressure head. For example, although the sand had a θW of ~0.29 at a pressure head of -48.8 cm 339 

for the water-wetted sand, the θW at that same pressure head is ~0.04 when wetted with surfactant 340 

solution. This decrease in θW at the pressure head specified at the inlet boundary as surfactant 341 

entered the column resulted in a decrease in the flux at that boundary, further contributing to the 342 

drainage of the column (Smith and Gillham 1994). The substantial drainage and failure of SDBS 343 

to achieve C/C0 = 0.5 for Scenarios B and C within the simulated time suggests that these 344 

boundary conditions will see limited practical application for AI measurement, and also that RT 345 

derived from such experiments would result in dramatically overestimated AI. 346 

 347 

Scenario D 348 

The breakthrough curves and SW vs. time simulation results for Scenario D are also shown in Fig. 349 

3. The SDBS arrival is slightly delayed relative to the KD and KIW partitioning test case (which 350 

excludes surfactant-induced flow), even as the constant flux boundary conditions on both ends of 351 

the column mandate that column-averaged SW remains constant. Simulated depth-profiles for θW, 352 
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surfactant (relative) concentration, and pressure head for several simulation times allow us to 353 

examine Scenario D surfactant effects in more detail (Fig. 4). Prior to the application of the 354 

surfactant solution (i.e., t = 0 profiles), the entire column was at a steady state condition with 355 

C/C0 = 0. The 30-min profiles show the surfactant input pulse near the top of the column (inlet), 356 

which increases pressure head (i.e., pressure head becomes less negative) due to the 357 

corresponding decrease in surface tension. The newly created surface tension (pressure head) 358 

gradient compels drainage near the inlet despite the fact that fluid was being applied at a constant 359 

rate. The drainage near the inlet decreases water content and unsaturated hydraulic conductivity 360 

at that location; however, the surfactant-affected pressure head gradient had also increased, 361 

which allows the porous medium to accommodate the constant flux despite the lower (local) 362 

conductivity. Meanwhile, the upper drainage resulted in the accumulation of liquid in the lower 363 

portion of the column, which cannot dissipate due to the constant flux lower boundary condition. 364 

These transient processes causing internal water redistribution under constant flux boundary 365 

conditions are consistent with previous modeling and experimental work related to surfactant-366 

induced flow (Henry and Smith 2002, 2006, Henry et al. 2002, Karagunduz et al. 2015, Smith 367 

and Gillham 1994, 1999). As surfactant solution continued to be applied to the column, 368 

concentration gradients in the column eventually diminish, as do concentration-dependent 369 

pressure head gradients (e.g., 390-minute profiles), ultimately leading to a new steady-state 370 

condition (t = 1110-min profiles).  371 

 372 

In summary, for Scenario D large localized variations in θW occur within the column during 373 

SDBS tracer application despite the fact that the constant flux boundary conditions require that 374 

the column-averaged SW remains constant. We hypothesize that the behavior observed in  375 
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Figure 4. Simulated depth profiles for Scenario D of A) SDBS concentration; B) pressure head; and C) water content for multiple time points in a system at 

initial 75% SW and 0.2 mM SDBS. 

376 

A B C 
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Scenario D provides a glimpse into the behavior that may be occurring in some SMD 377 

experiments in which surface tension gradients exist that should induce drainage, but for which 378 

no drainage is observed (Brusseau et al. 2007, 2015). Although the absence of net drainage in 379 

experimental systems has been interpreted as indicating that surfactant effects have been 380 

prevented and pose no problem for AI measurement (Brusseau et al. 2015), our simulations 381 

suggest otherwise. 382 

 383 

Effects on the AWI and AI estimation during SMD flow scenarios 384 

Because of the substantial surfactant-induced drainage and long solute travel times observed for 385 

Scenarios B and C, only Scenarios A and D appear as feasible experimental possibilities going 386 

forward. Thus, we focus on evaluating the impact of surfactant-induced flow on the AWI and AI 387 

estimation for Scenarios A and D only. 388 

 389 

Impact of surfactant-induced flow on the AWI 390 

For the Scenario A simulations, drainage occurs over the course of surfactant-input, resulting in a 391 

final SW of ~64% and an increase in the actual AI in the simulated system of 59.3 cm-1 (Fig. 2B). 392 

This value is 43% higher than the initial true AI of 41.4 cm-1 associated with the initial SW of 75% 393 

(Eqn. 5), representing a substantial alteration to the AWI. For Scenario D, we can appraise the 394 

impact of surfactant-induced flow on the AWI by first considering the maximum and minimum 395 

θW within the column at a given time in Fig. 4C. For example, the t = 120-min profile has the 396 

largest range between the maximum and minimum θW. At the column location associated with 397 

the maximum θW (0.36), the corresponding local AI would be 12.6 cm-1. At the column location 398 

associated with the minimum θW (0.22), the corresponding local AI would be 71.2 cm-1. Despite 399 
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the local changes to the AWI, microtomography-based AI measurements on porous media 400 

columns with both uniform and non-uniform water distributions suggest that total column-401 

averaged AI depends linearly on column-averaged W and is independent of the distribution of 402 

the water (Costanza-Robinson et al. 2011). Thus, so long as the column-averaged W remains 403 

constant throughout the experiment, as it does in Scenario D, the actual column-averaged AI 404 

should as well. While a constant actual AI may appear promising, the goal of the SMD 405 

experiment is not only not to disrupt the initial column-average AI, but rather to produce accurate 406 

AI estimates; thus, in addition to evaluating the effect of surfactant-induced flow on the actual 407 

AWI, effects on estimated AI must be considered. 408 

 409 

Impact of surfactant-induced flow on estimated AI 410 

AI is estimated using the simulated breakthrough curve data and Eqns. [2] and [1] and can be 411 

compared against values obtained independent of the simulations using Eqn. [5] and a 412 

representative column-averaged W. In the standard SMD analysis, the initial θW (which is 413 

assumed to remain constant) is used. But given that surfactant-induced flow violates fundamental 414 

method assumptions, the theoretical justification for using initial θW (or final or time-averaged, 415 

for that matter) in Eqn. [1] is not clear. Nevertheless, if one ignores that substantial surfactant-416 

induced flow has occurred, and the AI is calculated using travel times and initial θW, we obtain 417 

the estimated AI values presented in Table 2. Scenario A consistently underpredicts the initial 418 

true AI, while Scenario D overpredicts it, findings that are consistent with the breakthrough 419 

curves in Fig. 3A. Estimated AI for both simulation scenarios deviated further from the initial 420 

true AI as initial SW increased, consistent with the larger magnitude of surfactant-induced flow in 421 

wetter systems. At the highest initial SW, estimated AI values are 35.4 and 50.7 cm-1 for Scenarios 422 
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A and D, respectively, differing by -14% and +23% from the initial true AI. Scenario D 423 

consistently yielded AI worse estimates than Scenario A (14  8% and 8  5% error for Scenarios 424 

D and A, respectively). The smaller errors in measured AI for Scenario A were surprising to us; 425 

we anticipated that the substantial surfactant-induced drainage and alterations to the AWI 426 

observed in Scenario A simulations would result in larger AI estimation errors as compared to the 427 

less dramatic water redistribution-only observed in Scenario D. We conclude that even as the 428 

actual column-averaged AI is unlikely to be changed by the internal water redistribution in 429 

Scenario D, that tracer transport is altered sufficiently to compromise estimated AI.  430 

 431 

Table 2. Comparison of initial true AI with the estimated AI derived from simulated breakthrough 

curves and initial SW for Scenarios A and D (0.2 mM SDBS input), expressed as % error. Slight 

variations in the initial true AI values for the two scenarios are due to differences in the types of 

boundary conditions utilized. 

 

 AI  (cm-1)  

 Scenario A           Scenario D 

SW Initial true Simulated Error (%)  Initial true Simulated Error (%) 

0.25 123.1 120.1 -2.4  122.9 128.5 +4.6 

0.35 100.5 95.8 -4.7  99.2 106.9 +7.8 

0.55 73.2 67.3 -8.1  72.7 83.8 +15.3 

0.65 53.4 47.3 -11.4  52.6 63.5 +20.7 

0.75 41.4 35.4 -14.1  41.2 50.7 +23.1 

 432 

The generalizability of our simulation results to a variety of porous media systems has not yet 433 

been investigated, although experimental work suggests that surfactant-induced flow and AI 434 

measurement errors would be larger for coarser porous media and for higher influent surfactant 435 

concentrations (Brusseau et al. 2015, Chen and Kibbey 2006, Costanza-Robinson et al. 2012). 436 
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Experimental SMD AI estimates using initial θW generally conform to expected AI-SW trends, and 437 

thus, may well be correlated with initial true AI; however, given the methodological 438 

complications suggested by our simulations, it is unclear what these estimate AI values physically 439 

represent in an absolute sense. Moreover, our results suggest the possibility that experimental AI 440 

estimates for the same porous media at the same initial SW may differ by as much as 40%, 441 

depending on whether the experimental SMD setups allow for or preclude surfactant-induced net 442 

drainage of column moisture. 443 

 444 

CONCLUSIONS  445 

Simulation results for conventional SMD experiments (Scenario A) in which boundary 446 

conditions were held perfectly constant corroborate experimental work demonstrating surfactant-447 

induced drainage to be an inherent consequence of the conventional experiment. Our simulations 448 

conform with theory and strongly suggest that surfactant-induced flow must occur when a 449 

constant head boundary condition is used at the outlet and a lower surface tension solution 450 

displaces a solution of higher surface tension. In the conventional SMD experiment, these 451 

processes likely result in underestimated AI. Even in cases where net drainage from the column is 452 

somehow precluded, such as by constant flow boundary conditions (Scenario D), internal 453 

redistribution of column water appears to slow tracer transport and result in overestimated AI. 454 

Thus, we caution that the absence of drainage in an experimental system should not be construed 455 

as absence of surfactant-induced flow, nor that AI estimates are unaffected. Simple adjustments 456 

in column orientation or boundary conditions do not resolve the issues associated with 457 

surfactant-induced flow.  458 

 459 
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The current findings support a growing literature cataloguing the importance of surface tension 460 

gradients on unsaturated flow and that surfactant-induced methodological violations pose a 461 

distinct challenge to any absolute physical interpretation of resulting AI estimates. If SMD is to 462 

be used, approaches for eliminating surface tension gradients, such as using a radiolabeled 463 

surfactant to displace its non-labeled analog and other similar approaches (Kim et al. 1997, 464 

Brusseau et al. 2015), are recommended. Alternatively, methods for AI measurement might be 465 

used that do not rely on miscible displacement and avoid surfactant-induced flow effects (Chen 466 

and Kibbey 2006), or that avoid surfactants altogether (e.g., microtomographic imaging) 467 

(Brusseau et al. 2007, Chen et al. 2007, Culligan et al. 2004, Costanza-Robinson et al. 2008). 468 
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FIGURE CAPTIONS 564 

Figure 1. Soil water characteristic curves for pure-water wetted and surfactant-wetted sand. 565 

Figure 2. A) Simulated breakthrough curves and B) SW-time relationships for Scenario A (blue in all 566 

figures) for systems at initial SW of 75% and three influent SDBS concentrations. Breakthrough results for 567 

the non-reactive tracer (black) and the 0.2 mM SDBS KD and KIW partitioning test case (red), which do 568 

not include surfactant-induced flow, are included for comparison. 569 

Figure 3. A) Simulated breakthrough curves and B) SW-time relationships for SDBS under Scenarios A-D 570 

with an initial SW of ~75% and influent SDBS concentration of 0.2 mM. Simulated breakthrough results 571 

for the non-reactive tracer (black) and the 0.2-mM SDBS KD and KIW-partitioning test case (red), which 572 

do not include surfactant-induced flow, are included for comparison. Insets show full simulation time. 573 

Figure 4. Simulated depth profiles for Scenario D of A) SDBS concentration; B) pressure head; and C) 574 

water content for multiple time points in a system at initial 75% SW and 0.2 mM SDBS. 575 

 576 

TABLE TITLES 577 

Table 1. Simulation scenarios examined for their effect on surfactant-induced flow and AI determination, 578 

including the conventional SMD setup (Scenario A) and alternative column orientation and column 579 

boundary conditions (BCs). 580 

Table 2. Comparison of initial true AI with the estimated AI derived from simulated breakthrough curves 581 

and initial SW for Scenarios A and D (0.2 mM SDBS input), expressed as % error. Slight variations in the 582 

initial true AI values for the two scenarios are due to differences in the types of boundary conditions 583 

utilized. 584 


