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Abstract

The existence of electrical communication among
pyramidal cells (PCs) in the adult cortex has been
debated by neuroscientists for several decades. Gap
junctions (GJs) among cortical interneurons have
been well documented experimentally and their func-
tional roles have been proposed by both compu-
tational neuroscientists and experimentalists alike.
Experimental evidence for similar junctions among
pyramidal cells in the cortex, however, has remained
elusive due to the apparent rarity of these couplings
among neurons. In this work, we develop a neuronal
network model that includes observed probabilities
and strengths of electrotonic coupling between PCs
and gap-junction coupling among interneurons, in ad-
dition to realistic synaptic connectivity among both
populations. We use this network model to investi-
gate the effect of electrotonic coupling between PCs
on network behavior with the goal of theoretically ad-
dressing this controversy of existence and purpose of
electrotonically-coupled PCs in the cortex.

Introduction

Electrical communication between pyramidal cells
(PCs) in the mammalian cortex has been of interest
to neuroscientists for many years. During the early
stages of development, PCs are coupled by electrical
junctions (EJs) with decreasing degrees of connectiv-
ity over the first few postnatal weeks [19,32]. Ex-
periments have shown that blocking these junctions
during embryonic stages of development disrupts the
final placement of neurons in the adult cortex, sug-
gesting a role for EJs during development in neuron
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migration. These experiments on development in ro-
dents report no EJs present in the cortex past the first
postnatal week; however, two experimental labs have
recently measured the properties of EJs between PCs
in the adult cortex [17,31]. Mercer et al. [17] discov-
ered one pair of EJ-coupled PCs in the rat neocortex,
while Wang et al. [31] measured ten EJ-coupled pairs
of PCs in the prefrontal and visual cortices of rats and
ferrets. The protein that might form this electrotonic
connection remains unknown, making further exper-
imental investigation difficult [31]. Additionally, the
coupling strength of EJs in the adult brain is much
higher than the strength measured in the develop-
ing cortex, 50% transmission in adults compared to
7% in the first postnatal week, indicating that these
might not be the same junctions. Due to the inability
of many experimental labs to detect these rare EJs
among PCs in the adult cortex, neuroscientists are
not yet completely convinced of their existence [18],
leading to a controversy over any potential functional
role.

Gap junctions (GJs), electrical connections that
typically form between the dendrites of inhibitory
neurons, on the other hand, have been well stud-
ied [10-12]. GJs between a particular type of in-
hibitory cell called fast-spiking (F'S) cells are ubiq-
uitous in the cortex, both in the adult and during de-
velopment, and have been suggested to promote syn-
chronous and oscillatory activity among neurons in
the cortex [1,4,12,24,26]. In particular, GJs between
FS cells are typically comprised of the channel protein
Connexin-36 and several knock-out experiments have
been performed to deduce their function in promot-
ing synchrony and oscillations. Since the protein that
makes up the junction between PCs has not yet been
discovered, we follow the terminology in the study by
Wang et al. [31] and refer to the junction between PCs
as an electrotonic junction (EJ) and the one between
FS cells as a gap junction (GJ) to easily distinguish
between the junctions that couple the two different
types of neurons. In this work, we address the con-
troversy over the existence of EJs between PCs by



using a computational model to investigate their po-
tential functional role in altering the dynamics of a
network containing both ubiquitous GJ coupling, as
well as rare, pair-wise EJ coupling.

We show that the global network behavior is largely
unaffected by the addition of pair-wise EJ coupling
when synaptic connections are sparse and random,
offering one possible conclusion to the controversy:
that the presence or absence of EJ-coupled PCs does
little to influence network behavior. On the other
hand, we also show that the EJ-coupled PCs them-
selves exhibit pair-wise synchrony and oscillations
generated through fast mutual excitation. The in-
fluence of this pair-wise synchrony on network ac-
tivity, however, is barely discernible from network
fluctuations. Next, we consider a network containing
strengthened synaptic connections from EJ-coupled
PCs to GJ-coupled FS cells. We show that the pres-
ence of EJ coupling between such pairs of PCs can
serve to reduce noise in incoming signals and elicit
network activity with highly variable firing patterns,
suggesting a possible functional role in information
processing.

The paper is organized as follows. In the Methods
section, we describe the neuron models, a measure
for determining the magnitude of synchrony, and the
parameter set for FS cells and PCs in our model.
In the Results section, we construct a realistic cor-
tical network model, with sparse synaptic coupling
and ubiquitous GJ-coupling among FS cells, and
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characterize properties of the network dynamics for
multiple network dynamical regimes, in the presence
and absence of both GJ coupling among FS cells and
pair-wise EJ coupling between PCs.

Methods

Cortical neuron model

In this work, we use the Hodgkin-Huxley (HH) equa-
tions to describe the membrane potential of each
cell in the model network. While other point-
neuron models use modified versions of the simpler
integrate-and-fire (IAF) model to account for the
weak GJ coupling among interneurons [6,15,20], the
experimentally-measured properties of a strong EJ
between pyramidal cells cannot be well-captured by
an TAF model. Specifically, due to the strong con-
ductance of the EJ, the post-junctional voltage is
sensitive to changes in the pre-junctional voltage, es-
pecially during an action potential, resulting in the
shape and size of the post-junctional spikelet being

dependent on the shape and size of the pre-junctional
action potential [31].

The HH model utilized in this work is de-
scribed as follows.  The voltage v; across the
cell membrane of the ith neuron with capac-
itance C' is described by the set of equations
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where the synaptic conductances, GiQ (t), are described by the equations
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In Eq. (1), gz, is the leak conductance, vg is the rest-
ing potential, gy, and gx are the maximal sodium
and potassium conductances, and vy, and vk are
the sodium and potassium reversal potentials, re-
spectively. The fourth term on the right-hand side
describes the current through the electrical junction
from all neurons that are coupled to neuron i, influ-
encing the voltage of the ith neuron with conductance
strength go. The activation and inactivation parame-
ters, m, h, and n, model the gating of the ion channels
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and exhibit dynamics described by the equation
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with each rate variable described by the set of



voltage-dependent functions
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as determined by Pospischil et al. [22] for F'S interneu-
rons and PCs in the mammalian cortex.

The final term in Eq. (1) describes the current re-
ceived by the ith neuron through excitatory (Q = E)
and inhibitory (Q = I) synapses. These synaptic
conductances are described in Eq. (2) using fourth-
order kinetics as in Ref. [25]. The input from the jth
presynaptic cell is filtered through the function

1
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The right-hand side of the dynamical equation for
GiQ,4 in Eq. (2) contains two sums: The first sum
models input from the jth presynaptic neuron with
strength SS— for both excitatory and inhibitory synap-
tic inputs. The second sum models incoming spikes at
times TF with strength f9 that originate from out-
side the model network. These external spikes are
modeled by a Poisson spike train with rate v. Note
that several of the parameters used in this model
are chosen through matching of voltage-clamp exper-
imental data for EJ-coupled PCs [31] and GJ-coupled
FS cells [10]; see Appendix for details.

Upstream input neuron model

To investigate the dynamical effects of the EJ-coupled
PC pairs, we simulate sensory input to PC pairs us-
ing the computationally-efficient IAF model, which
can capture sufficiently rich network dynamics of neu-
ronal systems. The dynamics of the ith model neuron
in the TAF input network are described by the set of

Table 1: Hodgkin-Huxley neuron parameter values
used in all simulations, unless otherwise stated.

’ Parameter ‘ FS cells ‘ PCs ‘
‘ From Literature [22]: ‘ ’ ‘

Capacitance C' (uF /cm?) 1 1

vr (mV) -70 -70

UNg (mV) 30 55

vk (mV) -90 -80

v¥ (mV) 0 0

vl (mV) -80 -80
‘ Through matching (see Appendix): ‘ ’ ‘

gr. (mS/cm?) 0.1 0.025

gc (mS/cm?) 0.012 0.08

gna (mS/cm?) 30 60

gx (mS/cm?) 5.0 3.0

vr (mV) -58 -45
equations
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where v;(t) is the voltage of the ith neuron, C' =
1 uF/cm? is the capacitance, g7, is the leak con-
ductance, eg is the resting potential, and ¥ and
¢! are the reversal potentials for the excitatory and
inhibitory currents, respectively. The synaptic con-
ductance has time constants o and o/ and synaptic
strengths S¥ and S’ for excitatory and inhibitory in-
puts respectively. See Table 2 for parameter values.
The dynamics of the voltage are such that the in-
coming spikes from other neurons in the network and
inputs from the Poisson spike train modulate the volt-
age. Note that the rate, v, of the Poisson drive is
varied such that the network exhibits a variety of be-
haviors, but the product f@v remains constant. In
the absence of incoming spikes, the voltage decays
exponentially toward the resting potential, eg. If the
voltage is raised such that it reaches a threshold, de-
termined by vy = —55 mV, the neuron is said to have



spiked, the spike time is recorded, and the voltage is
reset to eg. The procedure for efficiently implement-
ing the time-evolution equations and calculating the

Table 3: Table of network connectivity values for the
cortical network.

spike time can be found in Ref. [23]. The IAF model | Synaptic coupling parameters | FS cells | PCs
network is all-to-all connected, including 75% excita- Coupling Probability, PE (%) 25 30
tory and 25% inhibitory neurons. Results were ob- .
. X . ) (from excitatory neurons)
tained from simulations of five seconds for each trial. - —
Coupling Probability, PT (%) 50 20
f inhibit
Table 2: Upstream IAF neuron parameter values used (from H.l 1.1 ory neurons) =
in the structured network, unless otherwise stated. Synaptic time constant, o,” (ms) 0.4 0.4
{excitatory)
‘ Parameter ‘ Value ‘ Parameter ’ Valug . T
Synaptic time constant, o, (ms) 1.0 1.0
gr. (mS/cm?) 0.05 er (mV) -70 (inhibitory)
E T
e (mV) 0 ¢ (mV) -8 Electrical coupling parameters | FS cells | PCs
E T
c” (ms) 1.0 o’ (ms) 4'OCoupling Probability (%) 60
ST (mS/cm?) 0.2 ST (mS/cm?) 0.4
External Drive Parameter Range -
v (Hz) 1000 — 5000 _Synchrony Measure
¥ (mS/cm?) 11.6 — 12.1 We developed the SD measure to determine the de-
fI (mS/cm?) 10.0 — 9.9  greejof synchrony within a network synchronous event
{(NSE) [8]. The NSE is determined by calculating

Network Setup

We construct a network of PCs and FS cells with
the goal of understanding how EJ-coupling between
pairs of PCs affects network dynamics. We organize
400 neurons on a 20 x 20 grid, including 25% FS
cells and 75% PCs [2,5], with the coupling probability
from one cell to another, P9, dependent on their cell
type, where Q = {E,I}. This probability decays
exponentially with distance [16, 33, 34] according to
the formula

where x is the horizontal, and y the vertical, dis-
tance. Galarreta and Hestrin [10] measured that FS
cells form GJ coupling with other FS cells at dis-
tances of up to 80 pm with a coupling probability of
about 60%. Due to the small size of our network, we
allow the FS cells to form a GJ connection with any
other FS cell in the network with a coupling prob-
ability of 60%. Wang et al. [31] measured that an
EJ occurs with a 5% probability between touching or
overlapping PCs in the neocortex. In our model, we
allow only neighboring (up, down, left, right) PCs to
form an EJ with a 5% probability, resulting in pairs
of EJ-coupled PCs. Table 3 summarizes the synaptic
and electric coupling probabilities used in the cortical
network.
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the time at which the average voltage of the network
crosses a threshold, indicating a time at which the
majority of the population is active within a small
window. For each NSE, the time difference from each
network spike within +20 ms of the NSE time is cal-
culated, counted, and binned. The SD measure is
defined as the standard deviation of the distribution
of time differences computed for all NSEs in the net-
work. Small values of the SD measure indicate small
deviations in the time difference from the NSE time
to each spike time of all participating neurons (tight
synchrony), whereas larger values of the SD measure
indicate larger variations in the time from each neu-
ron’s spike time to the NSE time.

Results

The results are organized as follows. First, we con-
sider a network model to investigate the dynamics
resulting from the inclusion of EJ and GJ coupling
for both mean-dominated and fluctuation-dominated
regimes. We show that the inclusion of GJ coupling
between F'S cells has a strong synchronizing effect on
the network, with and without the inclusion of EJ
coupling between PCs. In the presence or absence of
GJ coupling, adding EJ coupling between a rare num-
ber of pairs of PCs has little effect on network syn-
chrony, the observed changes are small and on the or-
der of network fluctuations. Finally, we highlight the
pathway from the EJ-coupled PCs to the GJ-coupled
FS-cell network and propose a new network structure



in which EJ-coupled pairs of PCs might play a role
in information processing.

Mean-dominated Regime

We begin with the mean-dominated regime in which
the external drive, as described by the frequency of
the Poisson spike train, v, and the strength of each
spike, f%, has a high frequency and a small strength.
Since each neuron receives many spikes, the input to
all neurons is nearly uniform, leading to a network of
neurons that fire regularly and often synchronously.

We demonstrate that a typical mean-dominated
network exhibits regular dynamics through raster
plots, a plot of the spike times of all neurons, and
inter-spike interval (ISI) histograms, a plot of the
time difference between successive spikes for each
neuron in the network, for each coupling regime (e.g.,
EJ coupling); see Fig. 1. First, notice that the net-
works without GJ coupling (with and without EJ
coupling), and similarly the networks with GJ cou-
pling (with and without EJ coupling), have very sim-
ilar average time differences. We calculate the coefhi-
cient of variation (CV), or the ratio of the standard
deviation to the mean of the ISI distribution, which
describes the regularity of firing patterns of neurons
in the network, where a CV value of 1 indicates a
Poisson process. Then, CV values less (more) than
one indicate a firing pattern more (less) regular than
a Poisson process. In the mean-dominated case, all
CV values are well below one, indicating regular fir-
ing patterns, as expected and demonstrated by the
raster plots and ISI plots of Fig. 1.

Note that the ISI distribution may not be a direct
indicator of network synchrony since it describes the
time difference of successive spikes of each individual
neuron, not taking into account the spike timing of
other neurons in the network. This means that the
firings of two neurons can share an ISI distribution,
but not align in time, indicating that they are both
firing very regularly and at a similar frequency, but
may be unsynchronized. The raster plots, however,
show that both networks containing GJ coupling ex-
hibit clear synchrony, as shown by the alignment in
time of excitatory (red) and inhibitory (blue) neu-
rons’ spike times, while networks that do not contain
GJ coupling do not exhibit as clear a synchrony; see
Fig. 1.

To aid in our goal of understanding how network
dynamics are affected by the addition of EJ coupling,
we focus on the oscillations present in networks con-
taining GJ coupling. To quantify characteristics of
the oscillations, we calculate properties of the power
spectral density (PSD), a measure that determines

the power of each frequency present in the network.
Specifically, characteristics of the PSD include: the
frequency at which the highest peak occurs (most
prominent frequency exhibited by the network) and
the width and height of this peak (tightness and
power of this frequency). Figure 2A shows the aver-
age PSD for each coupling regime over 30 realizations.
Notice that the networks without GJ coupling do not
exhibit strong oscillations, i.e., there is no significant
peak in the PSD, as was anticipated from the raster
plots in Fig. 1. For this reason, we only focus on the
networks with GJ coupling and investigate the differ-
ence in frequency, width, and height of the prominent
peak of the PSD between cases with or without EJ
coupling in the networks; see dashed green and solid
purple curves in Fig. 2A.

Notice that the PSD for the networks with or with-
out EJ coupling are very similar. The prominent fre-
quency occurs near 30 Hz in both networks, and the
power (height) of the peak corresponding to this fre-
quency, as well as the tightness (width) of this peak,
are also very close; see Fig. 2B. To show that this
is not the result of the choice in external drive, we
vary the rate of external drive, v, from 4000 to 8000
Hz, where the strengths f¥ and f! are changed for
each rate such that f@v remains constant. Figure 2C
shows the percent change from the network without
EJ coupling to the network with EJ coupling (i.e.,
taking the percent change that results from the addi-
tion of EJ coupling). Observe that the total changes
in all three PSD characteristics are less than 7% for
all external rates, indicating that adding EJ cou-
pling to a network that contains GJ coupling does
not strongly influence the frequency or power of the
oscillations in the network.

Another important characteristic of mean-
dominated networks is that the neurons often exhibit
synchronous firing. We analyze the synchrony of
the different regimes by calculating the number of
network synchronous events (NSEs) per second, a
measure for network synchrony, and the SD measure,
which determines the tightness of each individual
NSE (see the Methods section). As shown in the
raster plots of Fig. 1, the networks containing GJ
coupling behave differently than those that do not.
Therefore, to study the synchronous events occurring
in each network, we choose two different thresholds
for the average voltage; see Fig. 3A. Additionally,
since we are interested in determining the effect of
adding EJ coupling to a network, it is sufficient to
keep the threshold constant for the two network
regimes containing GJ coupling, as well as for the two
network regimes that do not contain GJ coupling,
and measure how the network synchrony properties
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coupling. Each network receives mean-dominated external input. Parameters are as follows: v = 8000 Hz,
fF =0.23125 mS/cm?, ff = 0.4 mS/cm?, simulation in each trial runs for 10 seconds of simulated time.
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Figure 2: Characteristics of oscillations in the mean-dominated regime. A: The power spectral density (PSD)
of the network for each coupling case. B: Characteristics of the primary peak of the PSD for the network
containing GJ coupling comparing the cases with and without EJ coupling. The measurements are averaged
over 30 trials, where the error bars represent the standard deviation across the trials. C: The difference
in height, width, and frequency of the primary peak in the PSD for several values of the external rate, v,
calculated as a percent change between GJ-coupled networks with and without EJ coupling. The external
drive parameters for the network shown in A and B are: v = 8000 Hz, f¥ = 0.231 mS/cm?, f! = 0.4
mS/cm?. As the external rate v changes in C, the strengths change such that f€v and ffv remain constant
at 1850 mS/(s - em?) and 3200 mS/(s - cm?), respectively.



change with the addition of EJ coupling. First,
notice that the number of NSEs per second and the
SD measure do not change significantly with the
addition of EJ coupling, as shown in Figs. 3B and C.
Note that while the number of NSEs per second in
the networks that do not contain GJ coupling (solid
blue and striped orange bars) is higher than for
the networks containing GJ coupling (striped green
and solid purple bars), the SD measure shows that
those events are more tightly synchronized for the
networks containing GJ coupling, as expected from
the average voltage plots in Fig. 3A. The tightness
of each NSE, as well as the number of NSEs, does
not significantly change with the addition of EJ
coupling, as shown in Fig. 3D by calculating the
percent change of each network with the addition of
EJ coupling over many values of the external rate.

The addition of EJ coupling in the presence of a
mean-dominated external drive does not seem to sig-
nificantly impact the oscillatory or synchronous net-
work dynamics. We next consider a network in which
the external drive is fluctuation-dominated and mea-
sure changes in network properties with the addition
of EJ coupling.

Fluctuation-dominated regime

In this section, we examine the fluctuation-dominated
regime and characterize changes in the network be-
havior as a function of the addition of EJ coupling.
First, we point out that the dynamics of networks
receiving fluctuation-dominated input differs from
those receiving mean-dominated input; see Fig. 4. In
particular, networks receiving fluctuation-dominated
input do not exhibit oscillations, and even the net-
works containing GJ coupling do not exhibit much
synchrony. The ISI distributions are broad, with CV
values greater than one, indicating that the networks
are firing irregularly. Note that the difference in the
CV value for the networks with GJ coupling, with
and without EJ coupling, is larger than those in the
mean-dominated case.

Therefore, we characterize changes induced by the
addition of EJ coupling by looking at the ISI and
CV over many realizations in Figs. 5A and B, and
several values of the external rate in Fig. 5C. No-
tice that the networks containing GJ coupling have,
on average, lower ISI values and higher CV values
than those without GJ coupling (with or without EJ
coupling), indicating that the neurons in these net-
works fire closer together in time and more irregu-
larly. However, adding EJ coupling to the network
that does not contain GJ coupling seems to have neg-
ligible effects on the CV, see striped orange and solid

blue bars in Fig. 5B and the two left-most columns
of the ISI and CV portions of Fig. 5C. The CV val-
ues do change with the addition of EJ coupling to a
GJ-coupled network; however, these values are small,
at most we see a percent of change of around 6%,
and the effect (either an increase or decrease in CV
value) seems to vary with changes in the external
rate, note the light and dark squares in the final col-
umn of Fig. 5C. Note that these changes exemplify
the stochasticity of the model and further emphasize
the lack of significant evidence for a discernible effect
that the addition of EJ coupling might have on global
network properties.

Though the network effects resulting from the ad-
dition of EJ coupling are small, we expect that the
EJ itself strongly couples pairs of PCs. Therefore,
we next analyze the behavior of these pairs of PCs
within each network regime and characterize how the
dynamics of the PCs themselves are affected by the
addition of an EJ.

EJ pairs of PCs

In this section, we characterize the behavior of the
pairs of PCs in each coupling regime receiving differ-
ent types of external drive. We begin by showing that
the EJ-coupled pairs of PCs are strongly synchro-
nized when compared to those same pairs without
EJ coupling; see raster plots of a few example pairs
of EJ-coupled PCs in Fig. 6A. We use the van Rossum
distance, a measure for determining the degree of syn-
chrony between the spike trains of two neurons [30],
to quantify this synchrony by calculating the distance
between the spike trains of each EJ-coupled pair and
averaging over all EJ-coupled pairs for each network
coupling regime. It is clear that the network regimes
in which the PCs contain EJ coupling (with and with-
out GJ coupling) have a much smaller van Rossum
distance than those without EJ coupling; see orange
and green striped bars as compared to blue and pur-
ple solid bars in Fig. 6B. We also observe that the ad-
dition of GJ coupling to the network creates a smaller
van Rossum distance between the pairs that are not
EJ coupled simply because the inhibition from the
GJ-coupled interneurons creates more regular firing
of all neurons in the network; compare the blue and
purple solid bars in Fig. 6B. Interestingly, the van
Rossum distance of the EJ-coupled cells in a network
without GJ coupling is much lower than the network
containing both EJ and GJ coupling, see orange com-
pared to green striped bars. This implies that the EJ
tightly synchronizes the two pyramidal cells, but that
this synchrony can be influenced by the behavior of
the other neurons in the network, such as the GJ-
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Figure 3: Synchrony measures for networks receiving a mean-dominated external drive. A: The average
voltage of all neurons in the network, excluding the EJ-coupled cells, for the non-GJ-coupled networks with
or without EJ coupling (top), and the GJ-coupled networks with or without EJ coupling (bottom). The
threshold for determining NSEs are shown as black lines at -49 mV and -42 mV, respectively. B: The number
of NSEs per second for each regime, where the black bars indicate standard deviation over 30 realizations
and the colors coordinate with the regime described in A, and are labeled below each bar. C: The SD
measure for each network regime. The networks shown in A-C are for v = 8000 Hz,f¥ = 0.231 mS/cm?,
ff = 0.4 mS/cm?. D: The percent of change in the number of NSEs per second and the SD measure from
network without EJ coupling (with and without GJ coupling) to the network containing EJ coupling (with

and without GJ coupling).

coupled interneurons.

We next look at the van Rossum measure over dif-
ferent values of the external drive. Observe that the
distance between the spike trains of EJ-coupled PCs
in both a network with just EJ coupling and a net-
work containing both EJ and GJ coupling decreases
with an increase in the external rate; see Fig. 6C.
Interestingly, the van Rossum distance between PC
pairs in a network containing GJ coupling changes
more drastically over the external drive than in net-
works without it, reinforcing the idea of competition
between the network dynamics and the strong EJ
coupling between the pair of PCs.

Clearly an EJ between pairs of PCs affects the be-
havior of those pairs, but we have shown that the
resulting change in behavior does not significantly al-
ter the network dynamics. There are, however, subtle

changes in network behavior that can be attributed
to the addition of EJ coupling. For example, in the
mean-dominated regime, we have shown that there
does not seem to be a significant change in the num-
ber of NSEs from a network containing GJ coupling
to a network containing both EJ and GJ coupling.
However, it might be the case that the synchrony be-
tween the EJ-coupled PCs is indeed transmitted to
the network, but that the result is small. We show
in Fig. 7 that there are indeed small changes in the
behavior of the network in response to the addition
of EJ coupling. For example, we count the number
of spikes occurring in the network in an interval of
£ 20 ms from each NSE; see Fig. 7TA. The results
shown in Fig. 7A indicate that the addition of EJ cou-
pling might elicit more neurons to spike during each
NSE. Additionally, we calculate the average voltage
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Figure 4: Raster plots and inter-spike interval (ISI) histograms for each network regime receiving fluctuation-
dominated external input. Parameters for this figure are as follows: v = 1000 Hz, ff = 1.85 mS/cm?,
f! =3.2 mS/cm?, simulation run for a total of 10 seconds.

50 ISl
3 oV o
1000
2 2 2000
E >
e 8} 4000 0%
B 1 6000
8000
0 -6%
PO @ (© > ¢ O ® @ @ «©
?)0‘00&\‘ oo‘)Q\\ o\‘Q\\‘\ yX %\9\\& @50‘2\3"\\“ o“Q\\(\ o\)Q\\O o * o
W @Y ¥ ¢ WO T T A9
o ey ~
% ©
W °
o°

Figure 5: Changes in the ISI and CV in a fluctuation-dominated regime. A: The average ISI for each
coupling regime, and B: the CV for each coupling regime, where black bars indicate standard deviation
over 30 realizations. These results are for a fluctuation-dominated network where v = 1000 Hz, f¥ = 1.85
mS/cm?, fI = 3.2 mS/ecm?. C: The percent of change from a network without EJ coupling to a network
with EJ coupling, for all values of the external rate.
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of all cells in the network (excluding the EJ-coupled
PC pairs), subtract out the mean of this curve, and
calculate the positive area. This is a measure for
the density of coinciding active neurons since higher
peaks in the average voltage correspond to synchro-
nized events; see Fig. 7B. The percent of change from
a network containing GJ coupling to a network con-
taining both EJ and GJ coupling is positive, as shown
in the right column of Fig. 7C, indicating that the
density of active neurons during each NSE increases
with the addition of EJ coupling.

We have shown in this section that the coupled PC
pairs are significantly influenced by the addition of an
EJ and that the GJ-coupled interneurons affect the
dynamics exhibited by these pairs (recall Fig. 6B).
Also, though the effect is small, we have shown that
the addition of EJ coupling can lead to an increase
in the number of active neurons during synchronous
network events (see Fig. 7). In previous sections, we
have shown that for several different network regimes,
using experimentally-observed synaptic connectivity
percentages and weights of the adult neocortex, the
behavior of a network without EJ coupling does not
differ significantly from one that contains EJ cou-
pling. However, assuming the EJ is present in the
network for a purpose, we use the small changes in
the behavior of EJ-coupled cells as a basis for a con-
jecture on a possible network role for EJ-coupled be-
tween pairs of PCs.

Possible functional role for EJ-coupled
PC pairs

The PCs connected by an EJ exhibit clear synchrony;
however, this synchrony does not seem to significantly
impact the synchrony of the rest of the network. The
observed effects are small, eliciting less than a 5%
change in network synchrony with the addition of EJ
coupling. One suggestion is that, due to the sparse
synaptic coupling of the cortex, the synchronizing ef-
fects of the EJ between pairs of PCs do not prop-
agate to the rest of the network. Although cortical
synaptic coupling is sparse on average, this does not
exclude the possibility that certain synapses are selec-
tively strengthened. Therefore, to uncover a possible
functional role for these EJ-coupled pairs of PCs, we
design a network in which the synapses that trans-
mit information to and from the EJ-coupled PCs are
strengthened.

Specifically, we restrict our focus to the regime in
which the network contains GJ coupling, since re-
alistic cortical networks contain GJ coupling, and
choose one EJ-coupled PC pair to analyze [deemed
the Network-Driven Excitatory Pair (NDEP)]. We
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include a ten-fold increase in the synaptic connec-
tions from the NDEP to the GJ-coupled inhibitory
neurons, and a three-fold increase in the synaptic
strength from the inhibitory cells back to the NDEP.
Note that the coupling probabilities among the dif-
ferent cell types, P9, remain the same as described in
Table 3 and we fix the external drive at v = 5000 Hz
and f¥ = 0.2 mS/cm? and f! = 0.44 mS/cm?. Addi-
tionally, we assume a fraction of the population, 20%
of the inhibitory cells and 30% of the excitatory cells,
receive an additional sensory drive mimicking an in-
coming sensory stimulus. This drive is modeled by a
Poisson spike train with rate v = 100 Hz, and fZ
= 3.5 mS/cm? and fL . = 10.0 mS/cm? for those
randomly-chosen neurons. The NDEP, however, re-
ceives sensory drive from the upstream IAF neurons,
so that the spike times received by the NDEP can be
controlled to go from unsynchronized to synchronized
by controlling the external drive to the upstream TAF
network.

In detail, the IAF upstream network is stimulated
using external rates in the ranges described in Ta-
ble 2, where the synchrony of each simulation can
be measured by counting the number of times the
instantaneous firing rate of the IAF network crosses
a threshold (similarly to the process of finding the
NSEs), called the input synchrony. Figure 8A shows
two example TAF raster plots and the resulting in-
stantaneous firing rates, with the threshold for deter-
mining the input synchrony shown as a red line. The
NDEP, shown imbedded in the HH model schematic
in Fig. 8B, receives the previously-computed spikes
from a set of neurons in the IAF model chosen ran-
domly, but consistently, such that each PC in the
NDEP receives, on average, the same number of
spikes (for all input synchrony values). We analyze
the behavior of the neurons in the NDEP and, more
importantly, the behavior of the downstream cortical
network, as a function of this input synchrony, with a
particular focus on potential functional roles the EJ
might play in organizing network activity.

Due to the increase in synaptic strength from the
NDEP to the interneuron population, we find that
spiking of both neurons in the NDEP can elicit
network-wide firing events, or NSEs. To illuminate
a possible role of the EJ, we measure the number of
NSEs that result from the firing of an NDEP that
is EJ-coupled (has a conductance value, g¢, of 0.08
mS/cm?) and the NDEP that has the EJ turned off
(conductance is set to zero). We show that a network
containing an NDEP with the EJ turned on produces
significantly more NSEs than one with the EJ turned
off, see the top panel of Fig. 8C. This increase in the
number of NSEs is consistent across all input syn-
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